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ABSTRACT 
In this work, we present the design and evaluation of an immer-
sive Cyber-Physical Control Room interface for remote mobile 
robots that provides users with both robot-egocentric and robot-
exocentric 3D perspectives. We evaluate the Cyber-Physical Control 
room against a traditional robot interface in a mock disaster re-
sponse scenario that features a mixed human-robot feld team. In 
our evaluation, we found that the Cyber-Physical Control Room 
improved robot operator efectiveness by 28% while navigating a 
complex warehouse environment and performing a visual search. 
The Cyber-Physical Control Room also enhanced various aspects 
of human-robot teaming, including social engagement, the ability 
of a remote robot teleoperator to track their human partner in the 
feld, and opinions of human teammate leadership qualities. 

CCS CONCEPTS 
• Human-centered computing → Virtual reality; Mixed / aug-
mented reality; User interface design; • Computer systems organi-
zation → External interfaces for robotics. 

KEYWORDS 
Human-robot interaction, robots, feld robotics, human-robot team-
ing, robot teleoperation, immersive displays, virtual reality, mixed 
reality, interface design, human-computer interaction 
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1 INTRODUCTION 
As robotic capabilities improve, robots are increasingly supporting 
human feld teams. This is the case for situations in which robots 
transport specialty equipment or sensors, the environment is haz-
ardous and human presence should be limited (e.g., mobile robots 
replacing human members of a feld team working in radiation 
zone, search and rescue in disaster environments, etc.), or human 
presence is costly and highly specialized (e.g., mobile robots tele-
operated from orbital platforms to supplement astronaut teams on 
planetary surfaces). 

Although autonomous robotic systems are becoming increas-
ingly robust and able to complete highly complex tasks (e.g., au-
tonomous fying drones, self-driving cars, etc.), situations requiring 
manual teleoperation or human supervision remain commonplace 
and will be required for the foreseeable future. These situations in-
clude: (1) complex or mission critical tasks that must be executed by 
expert human operators; (2) robotic systems with insufcient train-
ing sets due to inaccessibility or cost; or (3) humans-in-the-loop 
acting as a fail-safe in case of robotic system failure. 

Therefore, it is crucial that interfaces for human operators of 
remote mobile robots match the improvements seen in modern 
robot capabilities and sensing. All too often, rich multidimensional 
data is collected by a feld robot, only to be winnowed down into 
two dimensions on traditional robot interfaces using 2D monitors. 
This can be seen across industry sectors, even where state-of-the-
art robots are deployed in mission critical roles for high-stakes 
situations such disaster response [9, 12] and space telerobotics for 
planetary exploration [35]. One way to extend traditional interfaces 
is by developing mixed reality systems that can fully utilize modern 
feld robot sensor data. 

Early eforts to enhance robot teleoperation with virtual reality 
head-mounted displays (HMDs) saw the creation of 3D immersive 
interfaces that directly streamed 3D stereo video feeds to the user’s 
eyes. More recently, human-robot interaction researchers have de-
veloped two design paradigms that leverage room-scale augmented 
virtuality environments and decouple robot operators’ perspectives 
from direct-to-eye video streams: Cyber-Physical Interfaces (robot-
exocentric perspective via remote environment reconstructions) 
and Virtual Control Rooms (robot-egocentric perspective via video 
streams) [31]. To date, interfaces that combine aspects of both de-
sign paradigms [3, 39, 58] often targeted stationary robot arms used 
for manufacturing work and have been limited in terms of the lack 
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Figure 1: The Cyber-Physical Control Room augmented vir-
tuality HMD interface renders live 3D video streams, a dense 
360◦ 3D point cloud, and a state visualization virtual robot 
within an immersive virtual environment. 

of 3D video streams while being restricted to small-scale and/or 
ofine environmental reconstructions. There has also been early 
research with this style of interface on humanoid [2, 23] and mobile 
manipulation robots [30]; however, these interfaces are designed for 
scenarios without an on-site human presence and make no design 
considerations for human-robot teaming. 

In this work, we present the design and evaluation of an immer-
sive mixed reality interface that is developed for mobile robots that 
are part of a larger human-robot feld team in either known or un-
known environments. The interface provides robot operators with 
live 3D video streams and live large-scale high-resolution dense 
3D point clouds for simultaneous viewing of robot-egocentric and 
robot-exocentric perspectives. We also provide the frst deployment 
and evaluation of a combined perspective mixed reality interface for 
a mobile robot in a realistic feld setting. This evaluation provides 
insights regarding how such an interface impacts navigation and 
visual search efciency as well as various aspects of human-robot 
teaming between a remote operator and on-site human personnel 
in a large-scale team-based feld experiment. 

2 RELATED WORK 
Designing interfaces that enable operators to efectively manage 
and control robots during feld deployments has remained an en-
during research challenge. Key considerations for such interfaces 
include how to efectively present users with data about the robot 
and remote environment (i.e., ensuring sufcient operator situa-
tional awareness) and developing appropriate methods for mapping 
user controls to robot actions (see [53] for a survey). Recently, the 
modernization of virtual and mixed reality HMDs have enabled 
promising new methods for enhancing robot operation. For in-
stance, HMDs have enabled streaming stereo video content directly 
to operators (i.e., showing each eye a separate camera feed), lever-
aging the human depth cue of stereopsis to enhance immersion and 

telepresence. Such systems have been deployed on various robotic 
platforms, including unmanned aerial vehicles [19, 61], unmanned 
ground vehicles for exploration [41, 51] and manipulation [33], 
robots for healthcare [18], remotely operated underwater vehicles 
[7, 49], and humanoid robots [6, 16, 44]. Unfortunately, direct-to-
eye video streaming HMD interfaces fully encompass their user’s 
viewpoint and restricts the viewing of non-video sensor data (e.g., 
environmental maps) and the implementation of additional virtual 
design elements (VDEs) [57] within the interface (e.g., visualization 
robots, environment digital twins, etc.). Additionally, robot oper-
ators often experience high-levels of nausea due to the abundant 
proprioceptive system miscues inherent with tethering viewpoints 
to robots that experience network latencies and do not perfectly 
match user head and body movements [1, 34]. 

Researchers in the feld of virtual and mixed reality for human-
robot interaction (VAM-HRI) have begun to develop alternative 
designs that attempt to reduce operator nausea and provide addi-
tional VDEs absent in earlier direct-to-eye video streaming designs. 
Two HMD-based mixed reality teleoperation paradigms have po-
sitioned themselves at the forefront of this design space and each 
have shown great promise in enhancing modern robot operator 
efectiveness: (1) Virtual Control Rooms; and (2) Cyber-Physical In-
terfaces [31]. Both design paradigms place users in an augmented 
virtuality environment—real-life imagery rendered within a virtual 
environment—in which the user’s eyes are represented by virtual 
cameras in the virtual space that move freely with the user’s head 
and body movements. This perspective decoupling helps mitigate 
nausea caused by communications/hardware delays and/or imper-
fect mappings between user head motion and robot motion [31]. 

Virtual Control Rooms place the user within a virtual room that 
serves as a supervisory command and control center of a remote 
robot. Within the control room, the user is able to interact with 
Virtual Control Object VDEs [57] and can view projected 3D stereo 
video streams that allow users to experience an immersive robot-
egocentric perspective with stereoscopic depth. Prior work has 
explored virtual control rooms for mobile robot teleoperation [27] 
with Visualization Robot VDEs [57] within the control room to 
display the remote robot’s pose, underwater robot teleoperation 
[14], and robot manipulation tasks that utilize motion controls and 
Virtual Control Object VDEs [22, 31]. 

Cyber-Physical Control Rooms provide a shared mixed reality 
space (typically with a one-to-one mapping) between: (1) a remote 
robot and a virtual environment; and (2) a human operator and a vir-
tual environment. Additionally, a 3D reconstruction of the robot’s 
remote environment is rendered within the virtual environment to 
provide situational context and awareness to the human operator 
(i.e., a Environment Digital Twin VDE [57]). A virtual robot replica 
of the remote physical robot is also added to the virtual environ-
ment in the same relative location within the virtual environment 
as in the real remote environment. This virtual robot mimics the 
remote real robot’s state and actions as a Visualization Robot VDE. 
The user can often interact with the virtual robot to send commands 
to the remote real robot or visualize the current state or actions 
being undertaken by the physical robot (changing the Visualiza-
tion Robot to a Robot Digital Twin VDE [57]). A beneft of this 
interface paradigm over that of the Virtual Control Room is the 
robot-exocentric perspective in which users are not restricted to the 
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view from the robot’s camera(s) and can observe the environment 
digital twin and robot digital twin from any viewing angle. This 
third-person perspective can help mitigate occlusion issues caused 
by the robot body blocking a camera’s feld-of-view; however, the 
sense of immersion of virtually embodying the remote robot is lost. 
Researchers in this design space have made extensive use of Cyber-
Physical interfaces for aiding robotic arm manipulation tasks for 
manufacturing [8, 43, 54], imitation learning [60], user training [37], 
manual teleoperation [40, 52, 56], trajectory visualization [45], and 
remediation of underwater munitions [15]. The prevalence of robot 
arm-based Cyber-Physical interfaces is primarily due to the sta-
tionary nature of the arms and their environments, which reduces 
the challenge related to recreating the robot’s static environment 
as changes to the scene are small-scale and belong to the robot or 
manipulated object(s). 

Cyber-Physical interfaces for remote mobile robots pose a much 
greater challenge due to the large-scale environments that should 
ideally be recreated online at high resolutions in real time. This 
challenge has limited prior work, which has explored ideas such as 
low-resolution abstract representations of the mobile robot’s envi-
ronment for urban exploration [4, 25] and planetary exploration 
[20], ofine reconstructions paired with real-time robot and ob-
ject pose tracking [21, 29], and online SLAM-based RGB 3D model 
reconstructions, which sufer from numerous large holes in the 
reconstructed mesh and the inability to capture movement or dy-
namic changes to the remote robot’s environment [50]. 

Researchers have explored combining robot-egocentric and robot-
exocentric perspectives in a single augmented virtuality environ-
ment; however, these works do not utilize 3D video streams and are 
restricted to stationary robotic arms. Small workbench-sized live 
point clouds have been paired with 2D video feeds either projected 
on the environment’s walls [3] or the robot arms’ wrists [58]. Ad-
ditionally, ofine reconstructions of a robot arm’s work cell paired 
with a projected 2D video have also been explored [39]. This work 
shows promise for robot manipulation tasks, but are not suited for 
feld robots navigating unexplored and dynamic environments. 

In our work, we design an immersive Cyber-Physical Control 
Room interface for remote mobile robots that leverages live HD 3D 
video streams and 360◦ room-scale high-resolution 3D reconstruc-
tions that can capture, in real time, positions and movements of 
collocated human teammates anywhere near the remote robot. 

3 INTERFACE DESIGN 
The design of the augmented virtuality interface began with the cre-
ation of a virtual environment that provided enough space for users 
to comfortably walk around the entirety of a 3D reconstruction 
of a large indoor room. Additionally, the size of the environment 
matched the size of the real-life operator environment used in the 
experiment evaluation. The skybox was shaded black to provide the 
greatest contrast between the rendered sensor data and the virtual 
environment background. Stereo video and point cloud data were 
processed, transmitted, and rendered in real time; therefore, the 
system did not require prior information about a robot’s remote 
and potentially unknown environment. See Figure 1. 

To provide users with a robot-egocentric perspective within the 
interface, an External Sensor Images and Video VDE [57] was added 

Figure 2: Our quadruped robot with an onboard 360◦ LiDAR 
and front-facing stereo camera. 

to the virtual environment. To make the images 3D to the robot oper-
ator, both the left and right video streams, transmitted from a stereo 
camera mounted on the robot, were rendered within the interface 
simultaneously. A small horizontal ofset was added between the 
video streams, while the left video stream was masked (i.e., made 
invisible) to the user’s right eye, and the right video stream was 
masked to the left eye. In this way, each eye only sees one of the 
ofset images, which allowed users to see the video stream as 3D 
via stereopsis. Additionally, we wanted to ensure robot operators 
were able to freely view the 3D reconstruction of the environment 
from any angle without losing sight of the video stream. Therefore, 
the panels holding the video stream were programmed to slide on 
the rails that encircled the virtual environment to automatically 
center in front of the user. See Figures 1 and 3. 

An Environment Digital Twin VDE [57] was added to the inter-
face to provide a robot-exocentric perspective within the interface. 
This digital twin took the form of a dense point cloud, rendered 
in the center of the virtual environment, that was generated from 
streamed laser scan data collected by the robot. Users were able to 
scale the reconstruction up (to allow for more detailed searching) 
or down (creating a minimap environment summary or top-down 
bird’s eye view) in size. Within the point cloud a Visualization Ro-
bot VDE that acted in the role of an External Robot Pose VDE and 
Robot Location VDE [57]. The Visualization Robot was accurately 
positioned within the point cloud with an accurate pose that up-
dated in real time to allow users to better understand where the 
robot is facing and its current operational status. See Figure 3. 

The traditional robot interface that served as the baseline in 
our evaluation was designed to provide the same functionality and 
visual data as the mixed reality interface. This type of design is 
representative of commonly used interfaces in modern feld robot-
ics [53]. This baseline consisted of two side-by-side windows: (1) 
the mono video stream; and (2) the dense point cloud. To mimic 
the ability of viewing the point cloud from any angle (as in the 
mixed reality interface) a controllable 360◦ orbit camera was cen-
tered on the point cloud and could zoom in and out of the laser 
scan visualization. Since the Cyber-Physical Control Room design 
provided users with the ability to control the robot while simulta-
neously shifting their point-of-view of the point cloud (by moving 
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Figure 3: (Left) users wore a virtual reality HMD and two handheld motion controllers. (Middle) [1] warehouse foor plan, [2] 
image of the target search object, [3] real-time 3D stereo video stream. (Right) [4] real-time 360◦ dense point cloud, [5] state 
visualization virtual robot of the Spot embedded within the 3D reconstruction. 

their head and body), the baseline interface was designed with sim-
ilar functionality. Users operated a keyboard with one hand and a 
mouse with the other hand. The keyboard controlled robot body 
motion while the mouse controlled the orbit camera in the point 
cloud window. 

4 SYSTEM IMPLEMENTATION 
Our fully-implemented Cyber-Physical Control Room interface ren-
ders 3D data collected by a Boston Dynamics Spot quadruped robot 
within an immersive virtual environment. This platform was cho-
sen due to its potential for feld robotics, as the robot’s four-legged 
morphology allows it to navigate hazardous terrain inaccessible to 
wheeled robots. See Figure 2. 

The Spot’s low FPS grayscale cameras were insufcient for the 
mixed reality interface; therefore, we mounted a ZED 2i stereo 
camera [48] to the front of the robot to collect and publish an HD 
stereo video stream. Additionally, an Ouster OS1 LiDAR [42] was 
mounted to the top of the robot to collect a 3D point cloud rep-
resentation of the robot’s surroundings. For onboard, online data 
processing, an NVIDIA Jetson AGX Xavier was also mounted on 
the Spot. We installed an Ubuntu 20.04 operating system on the 
Jetson and ran ROS nodes for starting the mounted sensors and 
establishing communication between the robot and the teleoper-
ation interface. For using the ZED 2i with ROS, we used the ZED 
ROS wrapper [32]. We used the Ouster SDK [24] for converting 
the laser scans captured by the LiDAR into a dense 3D point cloud. 
We used the Ouster ROS driver [38] to access and publish the 3D 
point cloud as a ROS topic. We employed the Spot ROS Driver [47] 
to obtain the joint locations of Spot as ROS topics. The Spot ROS 
Driver also allowed us to control the robot by receiving velocity and 
pose commands into a ROS subscriber. Finally, the Unity ROS TCP 
Endpoint [11] allowed the teleoperation interface to communicate 
with the NVIDIA Jetson AGX Xavier. 

We designed the teleoperation interfaces with the Unity engine 
[55]. Participants using the Cyber-Physical Control Room used 
the Meta Quest 2 [36] HMD to view and interact with the virtual 
environment. The robot was remotely controlled in real-time via 
velocity and pose commands sent from the Quest’s handheld con-
trollers (or keyboard if in the Baseline condition). 

A WiFi mesh, that connected both interface and robot, was in-
stalled at the experiment site comprising of one base router and two 
mesh nodes, mimicking mesh network setups that may be used in 
feld robotics [13, 17]. The camera streamed compressed HD stereo 
images from the left and the right cameras at 60 FPS. The 3D point 
cloud transmitted was calculated from laser scans obtained at a 
resolution of 1024 points for each height, at a frequency of 10Hz. 
These settings provided the interfaces with high-resolution data, 
while maintaining real-time data streaming and rendering. 

5 FIELD EXPERIMENT EVALUATION 
Based on prior studies of mixed reality interfaces (see §2), we hy-
pothesize that robot operators provided with both a live robot-
egocentric perspective and live dynamic room-scale exocentric 
perspective in a 3D immersive interface will outperform users of 
traditional robot interfaces that utilizes the same visualizations on 
a 2D display. We further predict that the immersive interface will 
not only allow for better simultaneous observation of both robot 
perspectives, but the immersive nature of the interface will improve 
aspects of human-robot teaming as well. 

To evaluate these hypotheses, we conducted a 2 × 1 between-
subjects experiment to evaluate how our mixed reality Cyber-
Physical Control Room design infuences operator performance 
and user experiences during remote robot teleoperation. This de-
sign was compared against a traditional robot interface presented 
on a 2D display, representing the current industry standard for 
state-of-the-art robotic missions and interfaces [53]. 

In this experiment, participants were tasked with teleoperating 
a robot to navigate a cluttered warehouse environment, with the 
goal of locating objects of interest. During this task, participants 
operated a remote robot that worked alongside a human teammate 
in the mock disaster zone, thereby emulating a mixed human-robot 
feld team [28]. With this setup, we evaluated: (1) human-robot 
feld team internal interaction efciencies; (2) social engagement 
between robot operator and human feld team members; and (3) 
the robot operator’s perceptions of the human feld team member’s 
infuence and leadership qualities. 

We recruited a total of 24 participants (16 males and 8 females, 
evenly balanced across conditions) from a university campus and 
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surrounding community to take part in our study, approved by 
the university’s IRB. Average participant age was 32.1 (SD = 13.9). 
On a seven-point scale, participants reported having a moderately 
high familiarity with virtual reality (M = 5.1, SD = 2.02), possi-
bly refecting the increasing popularity and pervasiveness of such 
technologies in today’s society. 

5.1 Experimental Task 
We designed a mock disaster scenario in which a hurricane had 
damaged a chemical storage facility. To limit human exposure to the 
hazardous site, a mixed human-robot team was assembled to act as 
frst responders. This team consisted of three members: (1) a human 
feldworker, acted out by an experimental confederate, working 
on-site at the facility; (2) a mobile ground robot working on-site at 
the facility; and (3) a remote participant that remotely teleoperated 
the robot.Both team members independently moved through the 
warehouse to complete their own tasks. The teams’ objectives were 
to: (1) investigate the buildings’ safety (structural stability, risk of 
electrical fres, etc.); (2) ensure there are no chemical leaks; and (3) 
locate objects of interest within the building for extraction. 

The participant was tasked with teleoperating the robot to fnd 
objects of interest throughout the building. In a cohesive disaster 
response narrative, mission command would inform the participant 
about which objects to locate sequentially. The objects were: (1) a 
chemical container; (2) electrical switchboard; (3) fre extinguisher; 
(4) furnace; (5) box of fuses; and (6) computer hard drive. While the 
robot operator (i.e., experimental participant) searched for objects, 
the human feldworker (i.e., experimental confederate) scanned 
the building’s foundations and electrical signals with a handheld 
device to analyze the current ‘on-the-ground’ situation, report back 
to mission command, and receive further instructions based on 
the information sent. Each time the participant located an object, 
they had to then search for and locate their feldworker partner, 
who was also independently moving throughout the working area, 
to discuss the next course of action (i.e., what object to fnd next 
within the mock disaster narrative). This search and report process 
repeated six times until all objects were been found which marked 
the area as secured for the secondary cleanup team. 

5.1.1 Experiment Environment. 

The mock frst response scenario took place at an abandoned 
storage warehouse. The facility was chosen due to its size, complex 
layout, densely cluttered environment, and dilapidated state that 
resembled a real-life disaster zone. The experiment was restricted to 
a 3000 sq ft area on the frst foor of the multi-level warehouse. The 
robot control station was held in a separate area of the warehouse 
that had it’s own outdoor entrance and was isolated from the task 
working areas by a soundproof metal door. See Figure 3 for an image 
of one of the rooms within the operational area of the experiment 
that displays the environment state, size, and clutter. 

5.2 Procedure 
Participants were randomly assigned to one of the two conditions: 
Cyber-Physical Control Room or Baseline, with 12 participants 
in each condition. Participants were prevented from entering or 
seeing any part of the areas they would be operating the robot in. 

This was to ensure that all participants completed the task within 
an unknown environment. Participants were situated in a robot 
control station isolated from the robot task space by soundproof 
walls. Additionally, participants were prevented from seeing or 
meeting their human feldworker teammate until the training phase 
was complete and the mock disaster response scenario had begun. 
This was done to prevent the introduction of confounding priming 
factors regarding interactions and/or perceptions of the human 
teammate. 

Next, participants watched a training video for their assigned 
interface to make sure they were properly and uniformity trained. 
Then, the participants piloted the real robot through a sequential 
checklist of drills outside of the warehouse. By following these 
uniform set of procedures, operators of both interfaces were able 
to demonstrate full profciency with controlling the robot before 
the start of the task. 

To mark the beginning of the task (and the frst of seven social 
phases), the human feldworker teammate (an experimental con-
federate) would open the door to the warehouse operational area 
and introduce themselves as the robot operator’s partner for the 
mission. To provide consistency across both experimental condi-
tions, the feldworker confederate followed a singular and extensive 
script to interact with the participants. The same actor was used 
for all 24 participants and they wore the same orange safety vest 
in all trials to prevent potential social confounds and keep every 
experiment trial as uniform as possible. 

Upon making introductions, the human feldworker teammate 
briefed the participant on the disaster response scenario as well as 
the roles that command had assigned the two team members. Prior 
to every object search phase, in both interface conditions, an image of 
the object to be located was uploaded to the teleoperation interface 
adjacent to the foor plan (see Figure 3). The human feldworker 
teammate locked their gaze on the robot’s camera during all social 
phases, regardless of whether or not the robot operator returned 
the gesture of eye contact. 

While the robot operator performed their search, the human feld-
worker would follow a predefned path, unknown to participants 
but consistent across trials. This path was within the experimental 
working area where the human feldworker completed their task 
of structural and electrical scanning. The scanning device was a 
handheld tablet that secretly contained the robot’s emergency stop 
and control override as a safety backup (neither of which needed 
to be used during the experiment). 

The object search order and hidden object locations were delib-
erately chosen so that the robot needed to leave the location where 
their human teammate was working. This enabled the human feld-
worker to move (without being seen by the robot’s forward-facing 
camera as it exited the room) to their predefned search-phase posi-
tions, which were in blind spots of the robot’s camera (e.g., a side 
room, a side closet, a corner of a room, etc.). This procedure was 
designed to reveal if human operators were able to simultaneously 
absorb information from both robot’s perspectives (egocentric and 
exocentric) and notice with the point cloud, while navigating with 
the video stream, either: (1) when the human teammate moved 
to their new position in the blind spot while leaving their part-
ner’s current room; or (2) the robot operator working in the robot 
camera’s blind spot upon returning to their partner’s last known 
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Figure 4: Objective results depicting the time taken to fnd each object and human teammate for each leg of the experiment 
(error bars encode standard deviation). Overall task performance was signifcantly faster in the Cyber-Physical Control Room 
condition (M = 30.4 minutes, SD = 8.9 minutes) over the Baseline (M = 42.4 minutes, SD = 17.6 minutes), F(1, 22) = 4.47, p = 0.046. 

location. The experiment ended when the participant located and 
reported back to the human feldworker teammate after fnding the 
fnal, sixth object. The participant then flled out a survey and par-
ticipated in a semi-structured interview regarding their experience. 

5.3 Measures and Analysis 
All objective and subjective measures were analysed using a one-
way analysis of variance (ANOVA) with experimental condition 
(i.e., interface design) as a fxed efect, except for social engage-
ment (measured via gaze frequency as described below), which was 
analyzed using a Chi-squared test. 

5.3.1 Objective Measures. 

Our primary objective measure was overall task performance, 
measured by how long it took each participant to complete the task. 
We also examined task sub-components of fnding each object and 
then fnding their human teammate partner afterwards. 

Beyond standard performance measures, we were also inter-
ested in examining the social engagement between robot operator 
and human feldworker teammate. Enhancing the social aspects of 
human-robot teams is a critical objective for interface designs in 
order to facilitate integration within real-world workplaces. Prior 
research in HRI has shown that eye contact has a direct impact on 
social engagement between humans and robots [26] and can im-
pact perceptions of teammates such as trustworthiness and friend-
liness [59]. Therefore, we measured social engagement by tracking 
whether or not the robot operator manipulated the robot’s body 
so that the robot camera maintained eye contact with their human 
partner during the social phases of the task. To make eye contact in 

this manner requires a deliberate, conscious choice by the operator 
who, to make eye contact, would need to press and hold the but-
ton/joystick for the robot to look up (from its standard knee-level 
point-of-view) at the human, which eliminates the risk of false 
positives during results analysis. 

5.3.2 Subjective Measures. 

After using their randomly-assigned interface, participants eval-
uated perceived interface usability using the System Usability Scale 
(SUS), an industry standard ten-item attitude survey [5]. SUS scores 
below 68 are considered below average, scores above 68 are con-
sidered above average, and scores above 80.3 are considered in the 
top 10th percentile. The Interpersonal Dominance Scale (IDS) [10], 
which consists of 32 statements for which participants provide a 
seven-point agreement rating, was also administered to measure 
perceived dominance of the human feldworker teammate over the 
robot operator. In addition to the SUS and IDS, we constructed 
a number of scales from 7-point Likert-style questionnaire items 
we created to measure participant perceptions of their experience 
using the teleoperation interface during the task. Scales rated per-
ceived confdence (2 items, Cronbach’s � = .87) and perceived task 
performance (3 items, Cronbach’s � = .65) (scales were constructed 
according to established methodology [46]). Qualitative feedback 
was also obtained through open-ended questions in the question-
naire and during a semi-structured interview. 
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Table 1: Results for each individual object and partner search 
subtask (in minutes). 

6 RESULTS 

6.1 Objective Results 
We analyzed task performance and social engagement metrics to 
determine if the Cyber-Physical Control Room design helped partic-
ipants teleoperate a remote robot more efectively within a mixed 
human-robot team. We found a signifcant main efect of interface 
design on task completion time, F(1, 22) = 4.47, p = 0.046, with the 
Cyber-Physical Control Room (M = 30.4, SD = 8.9 minutes) im-
proving completion time 28% over the Baseline interface (M = 42.4, 
SD = 17.6 minutes). We further analyzed each subtask and found 
signifcant main efects of interface design on multiple individual 
object and partner search times (see Table 1). 

We also found a signifcant main efect of interface design on 
social engagement, X2(1,168) = 49.40, p < .001, with participants that 
used the Cyber-Physical Control Room making eye-contact sub-
stantially more frequently (71 instances) compared to the Baseline 
interface (26 instances). Examining gaze frequency across social 
phases of the experiment, we observed that social engagement in-
creased during the task for participants using the Cyber-Physical 
Control Room, but decreased for participants in the Baseline condi-
tion (see Figure 5). 

6.2 Subjective Results 
We found a signifcant main efect of interface design on the remote 
robot operator viewing the human teammate as a decision maker 
(Interpersonal Dominance Scale item), F(1,22) = 4.82, p = 0.039, with 
the Cyber-Physical Control Room (M = 5.83, SD = 1.11) enhancing 
the perception of this leadership quality over the baseline interface 
(M = 4.5, SD = 1.78). See Figure 5. 

A signifcant main efect was found of interface design on per-
ceived confdence while performing the task, F(1,22) = 5.1, p = 0.034, 
with the Cyber-Physical Control Room (M = 5.94, SD = 1.16) im-
proving user confdence over the baseline interface (M = 5.00, SD = 
0.85). We did not fnd a signifcant efect of interface design on user 
perceived task performance, F(1,22) = 3.33, p = 0.082 between the 

Cyber-Physical Control Room (M = 5.42, SD = 0.85) and baseline 
interface (M = 4.64, SD = 1.2). 

Interface usability was evaluated with the SUS. We did not fnd a 
signifcant main efect of interface design on usability score, F(1,22) 
= 0.19, p = 0.67, between the Cyber-Physical Control Room (M = 79.8, 
SD = 13.6) and the baseline interface (M = 77.3, SD = 14.7). These 
similar scores provide both interfaces with descriptive adjectives 
of ‘good’ and ‘acceptable’ per SUS grading guidelines. 

7 DISCUSSION 
The results of our study indicate that the immersive Cyber-Physical 
Control Room provides signifcant improvements over the baseline 
interface in various aspects of object search efciency, human-
robot teaming, and user experience. We did not fnd support for our 
usability hypothesis that predicted perceived usability (SUS scores) 
to be higher for the Cyber-Physical Control Room. However, as 
both interfaces scored similarly in terms of perceived usability via 
the SUS (both systems receiving a rating of ‘good’ and ‘acceptable’), 
meaning participants found both interfaces comparable in terms of 
ease-of-use, we believe that the results from this study are derived 
from diferences in interface design and not due to usability-related 
advantages that could potentially make one interface easier to use. 

7.1 Navigation and Visual Search Efciency 
When looking at the team-based mock disaster task as a whole, the 
mixed reality design outperformed the baseline interface in terms 
of overall efciency, with operators who used the Cyber-Physical 
Control Room interface 28.3% more time efcient than participants 
that utilized the traditional baseline system. Additionally, the search 
time variance is much smaller in the mixed reality condition, point-
ing to a higher consistency in operator performance when locating 
the objects in the complex warehouse environment. See Figure 4. 

7.2 Human-Robot Teaming 
A goal of this work was to evaluate not only operator performance 
but explore if interface design could impact aspects of human-robot 
teaming. An evaluation of this kind in the context of a mobile 
mixed human-robot team with state-of-the-art immersive mixed 
reality interfaces, such as our Cyber-Physical Control Room, has not 
previously been explored. In this work, we found strong evidence 
suggesting that immersive mixed reality robot interfaces improve 
not only teleoperation performance but also critical social aspects 
of human-robot teaming, such as tracking and maintaining a mental 
model of teammate locations, telepresent social engagement, and 
robot operator perceptions of human teammates in the feld. 

7.2.1 Teammate Position Mental Model. 

In the evaluation, the robot operator’s ability to to maintain an 
accurate mental model of their human teammate’s position was 
tested during the partner search phases of the experiment. The 
experimental design ensured that users were able to locate their 
partner if they watched the real-time LiDAR rendering within the 
interface. The Cyber-Physical Control Room design allowed users 
to make better use of both the robot egocentric and exocentric 
perspectives, compared to traditional robotic interfaces that utilize 
2D displays. This suggests that immersive mixed reality interfaces 
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Figure 5: Results depicting (left) eye contact made by robot 
operators used to measure social engagement during the 
seven experiment social phases and (right) robot operator 
opinions of their teammate’s decision making capability. 

may allow users to more efectively leverage multi-perspective 
spatiotemporal data during teleoperation tasks See Figure 4. 

7.2.2 Social Engagement. 

To evaluate conversational engagement, both the experiment ad-
ministrator and the experiment confederate independently recorded 
eye contact if the participant directed the robot camera toward 
the human teammate’s face during the active social phase. So-
cial phases were marked as containing eye contact if both experi-
menters’ records agreed (100% agreement was found). Interestingly, 
across all participants during the entire study, we found that this 
eye contact was “all or nothing” in which the operator either main-
tained mutual gaze through the robot’s camera the entire social 
phase or not at all (i.e., there was not a single instance of inter-
mittent eye contact). It was found that instances of eye contact 
were 173% higher in the case of the Cyber-Physical Control Room 
interface compared to the Baseline. Moreover, we found a diver-
gence in the results during the duration of the experiment. In the 
Cyber-Physical Control Room condition, eye contact made by the 
robot operator increased over time, to the point that all but one 
participant consistently made eye contact with their partner during 
the social phases of the task from task segment three and on. Con-
versely, social engagement decreased during the experiment with 
users assigned to the baseline condition. This fnding suggests that 
remote robot operators’ team interactions within mixed human-
robot feld teams can be enhanced with immersive mixed reality 
telepresence interfaces, such as our Cyber-Physical Control Room. 
Robot operators appear to be more engaged with their teammates 
and experience more natural social interactions that follow human 
social norms (e.g., eye contact during one-on-one discussion) as if 
they were in-person with the feld team themselves, than if they 
were to use a traditional robot teleoperation interface. See Figure 5. 

7.2.3 Perception of Human Teammate. 

In addition to enhancing social engagement, the results from the 
IDS revealed that robot operators of the Cyber-Physical Control 

Room interface perceived their human feldworker teammate as a 
someone people turn to for making important decisions (See Figure 
5.). This sentiment refects a major aspect of leadership, which is a 
critical component of human teaming and feld operations. The ef-
fects that interface design and leadership role have on human-robot 
team interactions are of particular importance in contexts where 
the human team member’s ability to exert authority are critical 
to the success of the interaction and mission. To our knowledge, 
this is the frst evidence towards the idea that immersive mixed 
reality interfaces may impact the perceived leadership qualities (in 
this case, decision-making abilities) of human-robot team members. 
This fnding opens the door to future research that further explores 
how immersive mixed reality interfaces might enhance and/or ma-
nipulate the perceived personality traits within human-robot teams 
to enhance group cohesion and performance. 

8 LIMITATIONS 
Although our work has shown promising results in regards to re-
mote mobile robotic teleoperation, it is not without limitations. For 
instance, our feld experiment could not create the degrees of stress 
that real emergency response missions would likely involve. Future 
work might objectively capture operator stress via physiological 
measurements and examine potential links between interface de-
signs, stress, and performance. Additionally, while our users did 
complete a training procedure prior to their task, robot operators in 
real-world response scenarios would presumably have substantially 
more experience and extensive practice. Thus, more work is needed 
to investigate the efects of learning and expertise. Finally, our work 
would beneft from further investigations of the potential cognitive 
burden that egocentric and exocentric coordinate frame switching 
might place on users. 

9 CONCLUSION 
In this work, we provide the frst deployment and evaluation of 
a Cyber-Physical Control Room interface for a mobile robot in a 
realistic feld setting. We investigated the efects of interface design 
on remote robot operator efectiveness while navigating a complex 
warehouse environment, performing an environmental search, and 
working with a human feldworker that was collocated with the 
robot. The Cyber-Physical Control Room enhanced teleoperation 
performance and various aspects of teaming, including conversa-
tional engagement, teammate positional tracking, and opinions 
of teammate leadership qualities. These results reveal that an im-
mersive mixed reality interface holds advantages over traditional 
teleoperation methods for mobile robot teleoperation systems that 
provide simultaneous robot-egocentric and robot-exocentric per-
spectives of the remote robot’s environment. Additionally, the fnd-
ings within this work point to a new avenue of research, where 
mixed reality teleoperation interfaces are used not only as a means 
to improve task efciencies, but to strengthen social elements and 
bonds within human-robot teams. 
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